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Organization



Workload

= Course duration: three weeks
= 15 X lectures
= 15 x practical exercise (programming)

— 120 hours



Instructors

= Dr. Moritz Wolter, researcher HPCA Lab

= Dr. Elena Trunz, researcher Visual Computing Group



Course materials

Lecture videos

Lecture slides

= Exercise templates incl. TODOs and explanations

= Solutions to exercises



Applications of Machine Learning



Machine learning is everywhere

= Search

= Machine translation

= Virtual personal assistants
= Fraud detection

= Self driving cars

= Recomendations

= Photo editing

[
ALEXA GODGLE CORTANA




Applications of machine learning

= Natural language processing
= Computer vision

= Information retrieval

= Medical diagnosis

= Speech recognition

= Many more...



ChatGPT

= Generative Pre-trained Transformer is used to answer
questions posed in a chat-like manner

Can you please generate a short description of yourself that | could put in my latex beamer
presentation?

Certainly! Here's a short description of me that you can use in your LaTeX Beamer

presentation:

() Copycode

{frame}
\frametitle{Meet ChatGPT}
\ {itemize}
\item ChatGPT an AT model developed OpenAT.
\item Powered GPT architecture.

\item A versatile tool understanding

\item A knowledge repository up to September

\item Here to assist a wide tasks questions!
{itemize}

{frame}

‘You can incorporate this slide into your Beamer presentation to introduce me to your

audience.



Meet ChatGPT

ChatGPT is an Al language model developed by OpenAl.
= Powered by GPT-3.5 architecture.

= A versatile tool for natural language understanding and

generation.
= A knowledge repository up to September 2021.

= Here to assist with a wide range of tasks and questions!



Stylization

Gatys et al. "A neural algorithm of artistic style”, 2015. Photo in A. by Andreas Praefcke. 9



https://arxiv.org/pdf/1508.06576v2.pdf

sLaneid

Google's Al masters the game of Go a decade earlier than expected

Article by Will Knight 10


https://www.technologyreview.com/s/546066/googles-ai-masters-the-game-of-go-a-decade-earlier-than-expected/

Image classification
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Classification with Deep Convolutional Neural Networks

Krizhevsky et al. "ImageNet Classification with Deep Convolutional Neural Networks”, NIPS 2012.

11


https://proceedings.neurips.cc/paper_files/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf

Image captioning

0 young giris are
lego

boy is doing back
wakeboard

gil in pink dress is jumping in *young girlin pink shirt is

swinging on swing”

lack and white dog jumps over
bar’

B

“lte gir is eating piece of cake! “baseball player s throwing ball womanis holding bunch of “black cat s sitting on top of
in game- bananas’ :

RNN for generating image descriptions

Karpythy and Fei-Fei "Deep Visual-Semantic Alignments for Generating Image Descriptions”, CVPR 2015. 12



https://cs.stanford.edu/people/karpathy/deepimagesent/

Visual Q&A

Who is wearing glasses? Where is the child sitting?
man woman _fridge arms

Is the umbrella upside down? How many children are in the bed?
no 2

Visual question answering

Goyal et al. "Making the V in VQA Matter”, CVPR 2017

13


https://visualqa.org/

Object detection and image segmentation

person, persont.00

personB2  pers

Irisbee.00

person.80

Semantic segmentation of images

He et al. "Mask R-CNN", ICCV 2017

14


https://arxiv.org/pdf/1703.06870.pdf

Medical image segmentation

Adapted

Segmentation of cardiac MR scans

Sheikh and Schultz "Unsupervised Domain Adaptation for Medical Image Segmentation via Self-Training of Early Features”,

MIDL 2022 15



https://proceedings.mlr.press/v172/sheikh22a.html

Synthesis

GANSs can generate new faces

Karras et al. "A Style-Based Generator Architecture for Generative Adversarial Networks”, CVPR 2019. 16



https://openaccess.thecvf.com/content_CVPR_2019/papers/Karras_A_Style-Based_Generator_Architecture_for_Generative_Adversarial_Networks_CVPR_2019_paper.pdf

Course Contents




Outline

Machine Learning

Dimensionality f :# o
Reduction

‘Classification

I Regression

Vector Calculus Probability & Distributions| Optimization

Linear Algebra Analytic Geometry Matrix Decomposition

1st part: Mathematical foundations
2nd part: Foundations of machine learning

3th part: Deep learning

Image was taken from [DFO20] 17



1st part: Mathematical foundations

Day 01: Introduction
Day 02: Calculus — Optimization
Day 03: Linear algebra — Matrix decomposition

Day 04: Statistics — Probability theory

18



2nd part: Foundations of machine learning

Day 05: Machine learning basics

Exercise: k-nearest neighbors for classification and regression
Day 06: Support vector machines

Exercise: SVMs for classification and time-series prediction
Day 07: Decision trees and random forests

Exercise: Performance of DT vs RF
Day 08: Clustering and density estimation

Exercise: Clustering and compression using k-means
Day 09: Dimensionality reduction

Exercise: Principal Component Analysis

19



3th part: Deep learning

Day 10: Introduction to neural networks
Exercise: Image classification
Day 11: Convolutional neural networks
Exercise: Image classification with CNN
Day 12: Initialization, Optimization and Regularization
Exercise: Decoding brain waves
Day 13: Segmentation
Exercise: Medical image segmentation
Day 14: Explainable machine learning
Exercise: Explainable machine learning and deepfake analysis
Day 15: Sequence processing

Exercise: Track 1 — Recurrent text generation
Exercise: Track 2 — Pre-trained transformer text generation

20



= M. Deisenroth, A. Faisal and C. Ong Mathematics for
Machine Learning. Cambridge University Press, 2020 [link]

= |. Goodfellow, Y. Bengio and A. Courville Deep Learning.
MIT Press, 2016 [link]

= M. Mohri A. Rostamizadeh and A. Talwalkar Foundations of
Machine Learning. MIT Press, 2018 [link]

= C. Bishop Pattern Recognition and Machine Learning.
Springer, 2006

= T. Hastie and R. Tibshirani. The Elements of Statistical
Learning. Springer, 2009

21


https://mml-book.github.io/book/mml-book.pdf
https://www.deeplearningbook.org/
https://cs.nyu.edu/~mohri/mlbook/

Some Machine Learning Basics




What is machine learning?

Machine learning is a field of study that gives computers the ability
to learn without being explicitly programmed.

— Making predictions based on data

What do we mean by learning?

"A computer program is said to learn from experience E with
respect to some class of tasks T and performance measure P, if its
performance at tasks in T, as measured by P, improves with
experience E." (Mitchell, 1997%)

'Mitchell, T. M. (1997). Machine Learning. McGraw-Hill, New York.
22



The experience E is the information that the algorithm can use

during learning:

= dataset

= aka (training) data

Dataset contains examples (data points): collection of features
that have been quantitatively measured from some object or event

= m-dimensional data point: x € R™

= each entry x; is another feature

23



Example dataset: CIFAR10
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Alex Krizhevsky "Learning Multiple Layers of Features from Tiny Images”, 2009. 24




Supervised vs. unsupervised learning

Supervised learning:

= Each data point x comes with an associated /abel or target
value y

= The algorithm is learned by trying to match the targets, or
predict y from x

Unsupervised learning:

= Only data points x, no labels

= The goal is to uncover the inherent structure within the data

25



Machine learning tasks

Tasks specify how a machine learning system should process
examples. Common tasks include

= classification: determine category of input i.e.
f:R™ = {1,...,K}

= regression: predict numerical value(s) for some input, i.e.
f:R™ - RP

= density estimation: learn probability density (if x is
continuous) or probability mass (if x is discrete) function
Pmodel : R™ — R on the space that the examples were drawn
from

= dimensionality reduction: find a compact, lower-dimensional
representation of high-dimensional data x € RP which is
often easier to analyze than the original data

26



Performance measure P

To evaluate a machine learning algorithm, we must design a
quantitative measure of its performance.

Performance measure is task-spesific:

= (Classification:

= Accuracy: proportion of examples for which the model
produces the correct output

= Error rate: proportion of examples for which the model
produces an incorrect output

= Density estimation:

= Average log-probability the model assigns to examples

27



Generalization

We want to evaluate performance of our system on data that it
has not yet seen.

This estimates how well the system will generalize, in comparison
to performance on already seen data used during the learning
process.

= Unseen data makes up our test set or test data

= Already seen data is the training set or training data
During training we want to reduce the training error — this is
simply an optimization problem.
What distinguishes learning from optimization is the interest in

also reducing the test error (generalization error).

28



Image Classification




Classification task

Given:

= |nput examples

= Corresponding labels

Find: Classifier that predicts a class from the input.

Example: given an x-ray image, predict if the person is sick.

29



Image classification

— cat

This image by Tjukka2 is licensed under CC-BY-SA 2.0. 30


https://www.flickr.com/photos/tjukka2/8565139583/sizes/l/
https://www.flickr.com/photos/tjukka2/
https://creativecommons.org/licenses/by-nc-sa/2.0/

Semantic gap

[(206 =24 145 1 24 61 124 70 126 103 82 114 255 203 168]
[127 230 232 12 245 S0 72 153 21 100 181 247 161 240 110]
[ 51 €8 20 176 107 176 193 254 245 109 186 232 184 246 145]
[ & 72139 10z &S &4 7 1R9 254 75 52 137 190 223 240]
[ 64 53 132 71 235 36 212 15 105 60 66 143 105 177 1s9]
[ 32 21a 18 81 66 134 229 238 34 43 33 S &7 228 s8]
[ 75 531 2a 73 187 252 151 14 3% 166 137 150 71 25 4]
[150 121 24 175 255 ©5 104 105 240 182 104 132 59 137 02]
(233 74 152 138 3 l1a2 $8 150 24 110 109 75 224 236 221]
[113 70 182 104 37 181 117 97 240 43 197 108 221 115 147]

[222 101 166 211 102 23% 165 54 51 252 ¢ 94 128 161 0]
[ 75 120 054 180 142 53 197 152 @6 10R 57 32 245 190 93]

1

[115 20 1la 74 212 57 134 ©2 195 183 167 177 241 131 153]

[48 117 255 34 102 174 222 A3 205 119 3% 194 253 164 71]

[ 55 135 170 52 5 143 225 1 136 184 75 22 43 95 107]

[1a2 = 38 104 184 239 136 133 190 229 197 115 144 105 235]
1

(51137 72 11 215 1ss 79 11 128 59 23 125 21 7 207]
[ 15 223 10 32 183 137 & 201 16 7 185 138 o 28 157]
[1¥e o3 iza 1su 13 wu ¥3 5 3o se lse lus 33 ZL 34)

What we see What the computer sees

= An image is just a grid of numbers between 0 and 255

= E.g. this RGB image: 300 x 400 x 3

31



Challenges: deformation

This, this, this and this images are CC0 1.0 public domain 32


https://www.flickr.com/photos/andymiccone/29212712404/
https://www.flickr.com/photos/imoviesh/29065050008/
https://www.flickr.com/photos/imoviesh/40034063605/
https://www.flickr.com/photos/imoviesh/28877326228/
https://creativecommons.org/publicdomain/zero/1.0/deed.en

Challenges: occlusion

This, this and this images are CC0 1.0 public domain 33


https://www.flickr.com/photos/imoviesh/41228156474/
https://www.flickr.com/photos/langithijau/3803523814/
https://www.flickr.com/photos/imoviesh/39738183494/
https://creativecommons.org/publicdomain/zero/1.0/deed.en

Challenges: illumination

This, this and this images are CC0 1.0 public domain 34


https://www.flickr.com/photos/kartlyn/38205483234/in/photostream/
https://www.flickr.com/photos/perdidoenelsiglo/24680737334/
https://www.flickr.com/photos/dcoetzee/3566532901/
https://creativecommons.org/publicdomain/zero/1.0/deed.en

Challenges: background clutter

This image is CC0 1.0 public domain. 35


https://pixabay.com/photos/cat-camouflage-fall-fur-animals-408728/
https://creativecommons.org/publicdomain/zero/1.0/deed.en

Challenges: intraclass variation

This and this images are CCO 1.0 public domain 36


https://www.flickr.com/photos/142147129@N03/26374109870/in/photostream/
https://www.flickr.com/photos/125779345@N05/23447418723/
https://creativecommons.org/publicdomain/zero/1.0/deed.en

A rule-based image classifier

def classify image():
# do something
return class_label

= There are many rule-based algorithms for e.g. sorting a list of
numbers

= No obvious way to hard-code the algorithm for recognizing a
cat or other classes

37



Attempts have been made

Canny edge detector

38



Data-driven classification

1. Collect a dataset of images and labels
2. Use Machine Learning to train a classifier

3. Evaluate the classifier on new images

def train(train images, train labels):
# machine learning
return model

def predict(medel, test images):

# use model to predict labels
return test labels

39



Nearest Neighbor Classification




First classifier: Nearest Neighbor

def train(train images, train labels):
# memorize all data and labels
return model

def predict(model, test images):
# predict label of most similar
# training example
return test labels

40



What is similarity?

= The real meaning of
similarity is a
philosophical question

= We will take a more
pragmatic approach

Definition: Let U be the universe of possible objects. The
distance (dissimilarity, metric) on U is a function d: U x U — R
that satisfies certain conditions (axioms).

This image is licensed under CC-BY-SA. 41


https://padeprueba.fandom.com/es/wiki/Forma_animal
https://creativecommons.org/licenses/by-sa/

Intuition behind axioms of a distance function

d(a,b)=0<a=0>b Identity of indiscernibles

Otherwise there are objects that differ from each other, but we can't
distinguish them.

d(a,b) = d(b, a) Symmetry

Otherwise we could claim "Mary looks like Jenny, but Jenny bears no
resemblance to Mary.”

d(a,c) < d(a, b) + d(b,c) Triangle inequality

Otherwise we could claim "Mary looks like Jenny and Sarah, yet Jenny bears
no resemblance to Sarah.”

42



L1 (Manhattan) distance

One common similarity measure is the L1 distance:

m
dl(a, b) = Z \a,- — b,"
i=1

image a image b pixel-wise absolute value differences
4 156|13|21 56/ 3|6 |15 52/53| 7|6
5578|7132  |71]42|8 |11 |_ |16|36/1|21| sum 539
96(10|33(12 30(98|77|12 66(88|44| 0
87(14| 2 |43 40(82|15(22 47|68|13|21
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NN results on CIFAR10
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Decision regions of NN
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k-Nearest Neighbors classifier

Instead of copying label from nearest neighbor, take majority vote

from k closest points:

Data k=1
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10-NN results on CIFAR10
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L2 (Euclidean) distance

Another common similarity measure is the Euclidean distance.

The Euclidean distance between two m-dimensional points is the
length of a line segment between these points

48



Choosing k and distance metric

What is the best distance?
What is the best value of k7
Very problem-dependent!

Try them all out and see what works best

49
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